


 

 

Discussion Questions 

Has the operation of the DAT Act advanced its objects? Does the DAT Act improve information flows 
between public sector bodies and accredited entities?   

At the time of submission, there have only been eight Data Sharing Agreements registered under the DATA 
Scheme.2 Each of these relates to either the National Disability Data Asset and its sibling project, the 
Australian National Data Integration Infrastructure. With such a narrow sample and no agreements in 
other domains (health, tax, environment, etc.), it is difficult to evaluate judging whether the Act is meeting 
its broader objects. 

 

How does the DAT Act add value in the wider data sharing context? 

A state that intends to act in the interests of nearly 27 million people by distributing some $785 billion in 
resources annually is only as effective as its ability to collect, store, process, and share data. These data 
activities help service delivery strive to standards set by the private sector, like reaching different 
departmental forms through MyGov. But those same data activities have the proven potential to 
exacerbate maladministration and cause harm at speed and scale, as seen in Robodebt.3 Such is the 
nature of technology.4 

Citizens expect the state to provide efficient, modern, high-quality services and compare government 
services with the low friction experiences they get from the private sector. The Digital Transformation 
Agency speaks to this with its five missions to help the Commonwealth provide “simple and seamless 
services” in a way that is “trusted and secure” by building off “data and digital foundations”.5 OECD 
surveys have found people who report having higher satisfaction with government services are more likely 
to also have high levels of trust in the civil service.6 

Every core function of the state, from administering benefits to enforcing laws and planning cities, relies 
on a sequence of data activities: collection, storage, processing, and sharing. Accurate and timely data 
collection builds the factual basis for evidence-based policy. Storage ensures that those facts remain 
usable and auditable. Processing transforms static data into operational insight. Sharing enables the 
"tell-us-once" model that citizens expect, where agencies coordinate behind the scenes to reduce 
duplication and improve outcomes. For broader data sharing to be successful and gain community 
support, it is crucial that privacy is protected and trust is maintained.7 

The DAT Act and DATA Scheme help, in-principle, to embed greater use and governance of data and allow 
for its use. A hopefully second-order effect is for this to drive cultural change in the public service and 
elsewhere about the power of data when it is appropriately handled.  

 

 
2 Office of the National Data Commissioner. Data Sharing Agreement Register.  https://www.datacommissioner.gov.au/data-
sharing-agreement-register  
3 Royal Commission into the Robodebt Scheme. 2023. https://robodebt.royalcommission.gov.au/publications/report  
4 Kranzberg, M. 1986. Technology and History: "Kranzberg's Laws". https://www.jstor.org/stable/3105385  
5 Digital Transformation Agency. Corporate Plan 2024-25.  https://www.dta.gov.au/about/reporting-and-plans/corporate-
plans/corporate-plan-2024-25  
6 OECD. 2024. Global Trends in Government Innovation. 
https://www.oecd.org/content/dam/oecd/en/publications/reports/2024/12/global-trends-in-government-innovation-
2024 2513b7fb/c1bc19c3-en.pdf  
7 The OAIC's Australian Community Attitudes to Privacy Survey 2023 found that "health service providers and federal government 
agencies are generally considered the most trustworthy organisations when it comes to handling personal information".  
https://www.oaic.gov.au/engage-with-us/research-and-training-resources/research/australian-community-attitudes-to-privacy-
survey/australian-community-attitudes-to-privacy-survey-2023 



 

 

What changes could be made to the DAT Act or the DATA Scheme to make it more effective in facilitating 
access to, sharing and use of public sector data? 

The DATA Scheme is overly reliant on the qualitative Five Safes principles and needs to guarantee 
conformity to best practice international data sharing standards. 

The DAT Act relies almost entirely on the Five Safes framework as its mechanism for assessing whether a 
data-sharing arrangement is safe enough to proceed. While this offers useful conceptual structure that 
has been adopted internationally, the measures are inherently qualitative. Moving to the use of 
consistent, quantifiable measures for data sensitivity can help determine the appropriate governance 
model to be applied to data. 

Through a years-long investigation into data sharing, ACS learned that qualitative frameworks like the Five 
Safes are alone insufficient to assess the sensitivity, quality, identifiability, and fitness of purpose of a 
dataset for the purposes of sensitive data sharing8. Datasets stripped of unique identifiers may still pose 
significant re-identification risks, particularly when linked with other datasets or viewed in spatial, 
temporal, and relational dimensions. These risks can be quantitatively measured and mitigated against in 
standardise ways that allow for systems like the DATA Scheme to be scaled to a level consummate to an 
expanded purpose. 

The Act would be improved by requiring participants to record a quantitative measure like a Personal 
Information Factor (PIF) that scores the residual reidentification risk after controls are applied. The ACS 
Data Sharing Committee developed the PIF in order to help strike balance between the usefulness of data 
for research and operational activities, and the privacy of people who have surrendered that information 
in the course of their daily lives. It shows there can be an empirically determined threshold between utility 
and privacy. 

Should the government act on its commitment to implement proposal 4.7 of the Privacy Act Review9 and 
criminalise the malicious re-identification of de-identified data, quantifiable measures like the PIF tool 
could help mitigate against the likelihood of criminal offences arising from the DATA Scheme. 

 

As more datasets containing personal information are linked, a point may be reached where an individual is personally identifiable, 
or ‘reasonably’ identifiable. The epsilon in this figure is an indication of the difference represented by the gap before the ‘reasonable’ 
threshold is met. From: ACS Frameworks and Controls for Data Sharing. 

 
8 ACS. 2023. Frameworks and Controls for Data Sharing. https://www.acs.org.au/insightsandpublications/reports-
publications/Industry Insights Frameworks and Controls for Data Sharing.html  
9 Attorney Generals’ Department. 2023. Government response to the Privacy Act Review Report https://www.ag.gov.au/rights-and-
protections/publications/government-response-privacy-act-review-report  



 

 

The NSW government put the ACS Data Sharing Framework to the test during the COVID-19 pandemic 
when it shared anonymised infection data daily on the DATA NSW Website. 10 Given this was sensitive 
health information, the state government was deeply concerned with the level of personal information it 
could safely release while still providing a high degree of transparency and public utility. Using the PIF 
tool, the NSW Government was able to measure an upper limit of the worst-case information that would 
be released if an individual were identified. This tool and measurement process were used to design in 
additional protections – such as aggregation and obfuscation – before it was released as open data. 

A tool like the PIF can help determine the appropriate governance model to be applied to data. Data with 
a high score, and thus high sensitivity, demands stronger governance, but it could also be transformed to 
reduce the PIF and get released into lower trust environments, potentially even as open data.11 Without 
measurable standards or structured risk scoring, it is difficult to meaningfully evaluate whether 
safeguards are working. Given the DATA Scheme is a crucial element of automated, large scale data 
system – with a growing level of AI integration – this lack of quantification is a critical flaw. 

All accredited data custodians and users should be required to comply with best practice international 
standards. For example, ISO/IEC 5207:202412 and ISO/IEC 5212:202413 give an internationally recognised 
set of terminology and guidance for data use. Requiring every sharing agreement to demonstrate 
conformance with standards like these – or to show an “equivalent or stronger” method signed off by an 
independent assessor – would turn the Act’s Safe Data test into a measurable obligation and bring 
Australia up to international standard. 

The DAT Act should be amended to allow for private users to create economic and social value while 
testing the DATA Scheme’s ability to function at scale. 

Section 15 of the DAT Act currently limits the purposes of data sharing to government service delivery, 
policy development, and research. These are important foundational uses but they leave out the ability 
for the private sector to create added value from this public resource.  

ACS proposes the Act be amended so that section 15.1 includes as a data sharing purpose:  

(d) creating economic and social value. 

The intention is to expand the Act to allow for controlled, well-governed linking of Commonwealth and 
private sector datasets. Doing so with the kind of rigorous, auditable, and empirically verified privacy and 
security requirements the public expects from government could enable productivity gains across the 
economy. The Productivity Commission similarly recommended the DAT Act be extended so government 
data can “be securely shared with the private sector” in order to reap these potential benefits.14 Private 
actors would still need to meet the same requirements as government and research entities, including 
accreditation and publication of a Data-Sharing Agreement. 

This approach reflects the idea of government as a platform – a concept in which the state provides the 
trusted infrastructure, like data pipelines, that allows others to build and innovate, much in the same way 
physical infrastructure, like roads and power grids, enables economic activity.15 

 
10 Tonkin, C. 2020. Information Age. How to share COVID-19 data safely. https://ia.acs.org.au/article/2020/how-to-share-covid-19-
data-safely.html  
11 NSW Government. 2021. Government Data Strategy. https://data.nsw.gov.au/nsw-government-data-strategy  
12 Information technology — Data usage — Terminology and use cases. 2024. https://www.iso.org/standard/80998.html  
13 Information technology — Data usage — Guidance for data usage. 2024. https://www.iso.org/standard/80999.html  
14 Productivity Commission. 2023. 5-year Productivity Inquiry: Australia’s data and digital dividend. 
https://www.pc.gov.au/inquiries/completed/productivity/report/productivity-volume4-data-digital-dividend.pdf  
15 Dimension 3 of the OECD’s Digital Government Index: 
https://www.oecd.org/content/dam/oecd/en/publications/reports/2024/01/2023-oecd-digital-government-
index b11e8e8e/1a89ed5e-en.pdf  



 

 

Allowing controlled private sector access to government data under the DAT Act could also serve as a 
diagnostic tool for the security and scalability of the DATA Scheme as a whole. Like white-hat hackers 
probing networks and software for exploits, external users bring new incentives and methods while 
uncovering real-world edge cases that government-led projects may not find on their own. This kind of 
engagement can help expose gaps or uncover re-identification under formal governance structures. 

The DATA Scheme needs to give individuals more granular oversight and control over their data as it 
moves through the government and other systems. 

The DATA Scheme does not appear to give individuals meaningful, granular control over how their 
personal data is shared once it enters the government system. Modern data protection regimes such as 
the EU’s General Data Protection Regulation (GDPR), enshrine rights to access, correct, restrict, or erase 
data, yet the DATA Scheme does not direct mechanism for individuals to see and adjust how their data is 
being used across government projects and beyond. 

Granular data controls help facilitate trust and are necessary if the scheme is to be scaled toward an 
expanded purpose that serves the Australian public, not just the institutions deemed worthy of access. 
The DATA Scheme treats data sharing as a public-facing process to the extent that it requires publication 
of data participants and agreements. ACS thinks the government should be ambitious in its plans to turn 
the government into a platform on which others can build. 

Greater control over data will also help embed best practice Indigenous and First Nations data 
sovereignty. Right now the Act tells agencies to “consult” Indigenous stakeholders which is advisory at 
best whereas international best practice has moved to principles like Collective Benefit, Authority to 
control, Responsibility, Ethics (CARE) and Ownership, Control, Access, Possession (OCAP®), which give 
Indigenous communities an effective veto over data about them. 16 

 

Should the DAT Act be allowed to sunset? 

The DAT Act has been in force for barely three years and, to date, only a handful of agreements (all tied to 
the National Disability Data Asset) have tested its machinery. That is far too thin an evidence-base to 
justify letting the entire framework lapse. A modern state still needs a lawful, auditable channel for cross-
portfolio data sharing. Scrapping the Act now would throw agencies back to the patchwork of bespoke 
agreements and secrecy-clause overrides that the DAT Scheme was designed to replace. 

What the DATA Scheme needs is the opportunity to scale with greater standardised technical 
expectations and higher control of individual data. ACS recommends the Act is kept alive but amended 
with a second statutory review scheduled for 2030 to allow for additional sectors to come online and 
allow for more evidence. That 2030 review should also contain a conditional trigger to sunset the Act if 
uptake has remained minimal or there has been misuse of the DATA Scheme. 

 
16 The CARE principles were developed by the Global Indigenous Data Alliance: https://www.gida-global.org/care. OCAP® is a 
registered trademark of the First Nations Information Governance Centre (FNIGC): https:/fnigc.ca/ocap-training/. 
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2. So, you want to share or use data? – 
some problems 
It is sometimes conceptually convenient to think of data as having a simple, linear 
life cycle, with a data analysis, or other single use at the centre of that life cycle. 
In practice, data can be used and re-used many times. It can pass through many 
hands, or algorithms; be used to generate insights; or be combined with other 
data and insights. Copies of the data and associated metadata and insights can be 
recombined or archived. The unknown nature of the total data life cycle, and the 
lack of controls that can be activated or scrutinised by data custodians can lead to 
a culture of hesitancy to share data. 

The dilemma often faced by people who want access to 
data is how to build a trusted data sharing framework in 
the absence of one. The question of ‘Can I have access to 
your data?’ will very often be met with a firm, polite but 
negative response of ‘No’, often backed by the statement 
‘because of the Privacy Act’ – the BOTPA reason. This is 
particularly true if the data is about people. 

Ultimately data sharing is an act of trust, and trust 
is either developed within a trusted relationship or 
through demonstration of trustworthy capability that 
encompasses technical and governance capability, as well 
as authorisation frameworks and clarity of purpose. Data 
sharing and use is not a single transaction, but parties 
who share data are a step in what may be a very complex 
data life cycle. As the number of stages of the life cycle 
increase, trust between parties becomes increasingly 
difficult to maintain. Trust between parties can be replaced 
with controls and scrutiny to ensure appropriate use of 
data across the stages of the data life cycle. 

It is important to realise that a few home truths about 
data sharing.

2.1 Every dataset is unique
It may come as a surprise, but it is arguable that every 
dataset created or collected is unique in a number of 
ways. It is these unique elements that make dealing 
with data in a generic way so challenging. 
Some of the elements that make datasets unique: 

• every dataset is a record of some thing or event(s) 
in the past

• every dataset has finite precision 

• every dataset is created in a unique context (when, 
where, over what period of time, by whom or what)

• every dataset has a unique history of handling, 
access and use.

Even when datasets are copied, the copies have their 
own unique history handling, access and use. The 
subject of the data also has an inherent sensitivity 
and, for people centric data, has a level of personal 
information embedded. 

If the unique elements of the dataset are captured in 
the form of metadata, then appropriate handling and 
use of the data becomes more tractable. 

2.2 There are many ways 
to ‘use’ data, and each data 
product is unique
When data is used, its unique history is changed, and 
the ‘product’ of that use has its own unique history for 
the same reasons described above.

The range of data products is very wide and can include 
a chart, an insight, a modified version of the data, an 
alert, an alarm, a decision or an action.

A useful way to think about data products is as 
operational and non-operational products. Operational 
data products seek to make a difference in the real 
world, driving a response or initiating an action. 
A non-operational product may surface information from 
data but will not directly impact a real-world outcome.
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Excerpt from the 2019 white paper Privacy-Preserving Data 
Sharing Frameworks:
The PIF for the dataset is driven by both the minimum identifiable cohort size (MICS) and the amount 
of information that would be revealed if individuals in this cohort were re-identified. The definition of 
PIF is still a work in progress, but the current working definition is given as: 

PIF = maximum of (RIG(X) / (MICS at RIG(X)))

At any given RIG threshold, the MICS at that value is the smallest number of rows with the same 
column values. For example, if the number of rows with a RIG at RIGmax is 1, then the PIF is equal 
to RIGmax. If the number of rows with a RIG of RIGmax is 2, and there are no other unique rows in the 
dataset, then the PIF is RIGmax /2. If there is a unique row at a threshold RIG less than RIGmax (for 
example, RIG(X)) and the number of rows at is RIGmax is 2, then the PIF is RIG(X) provided RIG(X) is greater 
than RIGmax /2. 

It seems intuitively obvious that the subject of data can 
be inherently sensitive. Quantifying just how sensitive 
is again a subjective matter. Under the Commonwealth 
Privacy Act 1988, sensitive data is of greater importance 
in terms of confidentiality, in particular where it leads 
to worse consequences for a re-identified individual. 
The Office of the Australian Information Commissioner 
(OAIC) offers examples of sensitive data subjects.7

Sensitive information is personal information that 
includes information or an opinion about an individual, 
including their:

• racial or ethnic origin

• political opinions or associations

• religious or philosophical beliefs

• trade union membership or associations

• sexual orientation or practices

• criminal record

• health or genetic information

• some aspects of biometric information.

What is less obvious is the sensitivity of data 
when viewed through the lens of time, space and 
relationships. For example, data that contains criminal 
record information is sensitive according to the list 
from the OAIC. This data may be required to be 

protected through aggregation or perturbation 
(creation of a new, less personally identifiable data 
product) if it is to be released for wider use. 

Data that contains criminal record information is 
arguably more sensitive if it also contains address data. 
Even if protected through aggregated before wider 
use, the ability to infer criminal record information at a 
postcode level arguably creates a sensitivity that would 
not be present were spatial information not present. 

Figure 7 below takes the example parameters from 
the OAIC and suggests consideration of the level of 
sensitivity of each parameter in the context of:

• High spatial or temporal or relationship parameter 
resolution – specifically seeking to test the view 
of sensitivity of that parameter if any of the three 
dimensions were fine-grained.

• Moderate spatial and temporal and relationship 
parameter resolution – specifically seeking to test 
the view of sensitivity of that parameter if all three 
dimensions were moderately fine-grained.

• Low spatial and temporal and relationship 
parameter resolution – specifically seeking to test 
the view of sensitivity of that parameter if all three 
dimensions were not fine-grained.

 

7 See https://www.oaic.gov.au/privacy/your-privacy-rights/your-personal-information/what-is-personal-information#SensitiveInfo

2.7 Sensitivity of data
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The creation of a dataset is the traditional framework 
for accessing data. By centralising data, it can then 
be accessed within appropriate controls for a wide 
range of purposes. The unintended consequences 
of creating a dataset, however, can be many, not 
least of which is giving access to potentially far 
more information that is required for the use cases 
intended, as well as potentially creating an attractive 
data asset for cybercriminals. 

As potential data sources grow in number, size, 
complexity and geography, there are some ‘megatrends’ 
that are worth considering.

• Data is increasingly large and expensive to move. 
High refresh datasets may represent terabytes 
or petabytes of static equivalent data. The cost in 
time, money and energy to transfer the source may 
be prohibitive except in the most extreme cases. 

• Data is of varying quality. The effort to improve data 
quality once extracted means the benefit is applied 
to the combined dataset rather than at the source.

• Data has varying levels of personal information 
and other sensitivities. As discussed earlier, 
combining multiple sensitivities may amplify the 
sensitive subjects in the source data.

• Data is bound by various restrictions on use. As 
discussed in the previous section, accessing the 
raw data itself may be prohibited. 

• Data can quickly age and lose currency. A corollary 
of the data quality parameter of timeliness, ‘old’ 
data may quickly become irrelevant or at least only 
suitable for a narrow range of uses. 

Unlike the traditional extract, transform and load (ETL) 
process, data virtualisation is an approach to data 
access and use that allows an application to retrieve 
and manipulate data without requiring its movement. 
The data remains in place, and real-time access is 
given to the source system for the data, still providing a 
single view of the overall data.

This approach reduces the risk of data errors, of the 
workload moving data around that may never be 
used, and it does not attempt to impose a single data 
model on the data. The technology can also support 
the writing of transaction data updates back to the 
source systems if this level of access is permitted. 
Abstraction and transformation techniques are used to 
resolve differences in source and consumer formats 
and semantics. 

One important consideration of data virtualisation is 
that the connection to all necessary data sources must 
be reliable as there is no local copy of the data.

3.3 Virtualisation anyone?
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A useful way to frame the risks and considerations 
for use of data are associated with the division of 
application of data products created by ‘operational’ or 
‘non-operational’ systems. 

Operational data products are those created by 
systems that are expected to have a real-time (or 
near-term), real-world effect. The purpose is to 
generate an action, either prompting a human to act, or 
the system acting by itself. Operational data products 
include (and this list is not exhaustive):

• a monitoring signal – a human interpretable signal 
derived from a data source that may lead a person 
to act (for example, an ongoing temperature or 
humidity monitor)

• a prediction – a short term future forecast that may 
lead a person to act (for example, a weather forecast)

• an alert or alarm – a signal that is expected to 
draw the attention of a human (for example, a 
temperature warning light)

• a decision – a conclusion of analysis of data inputs 
(for example, a classifier deciding an object has 
been recognised)

• an action – an automated action, based on data 
input, which operates without human intervention 
(for example, an automated braking system).

Not all operational data-driven systems are high risk. 
An example of lower-risk operational data-driven 
system is the digital information boards that show the 
time of arrival of the next bus.

Operational data-driven systems that use real-time data 
to recommend or make a decision that adversely impacts 
a human are likely to be considered high or highest risk. 

Non-operational data products are those created by 
systems that are not expected to have a real-time (or 
near-term), real-world effect. Rather, they may provide 
insight for consideration. A non-exhaustive list of 
non-operational data products includes:

• a simple analysis – an operation on a number of 
fields (for example, count, average, difference)

• a model – a re-usable framework derived from 
input data (for example, a digital filter)

• a modified data product – an aggregated or 
simply modified version of the input data that can 
subsequently be used (for example, data that has 
had selected fields removed or modified)

• an insight – a result (expected or unexpected) 
generated from input data (for example, a percentage 
of a population with a particular condition)

• a chart – a static representation of a system or 
environment (for example, a benchmark or a map) 

• a dashboard – a non-real-time monitoring system 
with insights or charts.

Non-operational data-driven systems typically 
represent a lower level of potential risk. However, 
the risk level needs to be carefully and consciously 
determined, especially where there is a possibility 
that insights and outputs may be used to influence 
important future policy positions.

Operational data-driven systems are those that have a real-time (or near-term), real-world effect. The 
purpose is to generate an action, either prompting a human to act, or the system acting by itself. 

Not all operational data-driven systems are high risk. An example of a lower-risk operational 
data-driven system is the digital information boards that show the time of arrival of the next bus.

Operational data-driven systems that use real-time data to recommend or make a decision that 
adversely impacts a human are likely to be considered high or highest risk. 

Non-operational data-driven systems do not use a live environment for their source data. Most 
frequently, they produce analysis and insight. 

Non-operational data-driven systems typically represent a lower level of risk. However, the risk level 
needs to be carefully and consciously determined, especially where there is a possibility that insights 
and outputs may be used to influence important future policy positions. 

4.2 Operational or non-operational
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Control = (proven) capability * (assessable) governance * (verifiable) purpose

Capability includes skill in all stages of the data life cycle – data analysis, data provenance, governance 
and security. 

High control = skilled people working in strong governance environment with clearly authorised purpose.

No control = no assessments or no restriction on people accessing or utilising data.

Each of these controls requires an objective, repeatable, 
standardised assessment of: 

• capability 
• governance 
• purpose 
• data quality and provenance
• sensitivity of data
• degree of personal information contained in datasets.

These different control environments can be characterised 
as follows. 

A very high control environment 
must have: 
• explicit purpose and authority to access and use data 
• expert users experienced with the data of the 

quality provided and with associated metadata 
• expert analytical capability and domain expertise 
• strong governance and security at each stage of 

the life cycle 
• explicit restrictions on release of data and insights, 

or secondary use of data and insights 
• people who have met general expertise 

requirements as well as project-specific 
requirements for a ‘Safe Person’ and agree to be 
bound by limitations on data access and use. 

is suitable for:
• data that can only be accessed under an external 

instrument such as a public interest disclosure (PID) 
• data that is reasonably personally identifiable
• data that contains sensitive subject matter
• data that has a well-quantified quality.

A high control environment 
must have: 
• explicit purpose and authority to access 

and use data (although it may not have 
project-specific requirements) 

• expert users experienced with the data of the 
quality provided and with associated metadata 

• very skilled analytical capability and domain expertise 
• strong governance and security at each stage of 

the life cycle
• explicit restrictions on release of data and insights, 

or secondary use of data and insights
• access restricted to people who have met general 

expertise requirements for a ‘Safe Person’ and agree 
to be bound by limitations on data access and use.

is suitable for:
• data that is not reasonably personally identifiable
• data that contains sensitive subject matter 
• data that has a well-quantified quality.

A moderate control environment 
must have: 
• general purpose and authority to access and use 

data (such as an authorising regulatory framework) 
• experienced users dealing with the data of quality 

provided and with associated metadata 
• skilled analytical capability and domain expertise 
• strong governance and security at each stage of 

the life cycle
• general restrictions on release of data and 

insights, or secondary use of data and insights
• access restricted to people who have met general 

requirements for a ‘Safe Person’ and agree to 
general conditions on data access and use. 

is suitable for: 
• data that is not reasonably personally identifiable
• data that contains some sensitive subject matter 
• data that is of sufficiently high quality for the 

intended use. 

A low control environment 
may have: 
• no explicit authority to collect and use data, but no 

known restrictions to use data 
• users with some experience dealing with data of 

the quality provided 

5.2 Characterising levels of control
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6. Discussion
The work presented in this paper is an ongoing effort to identify frameworks to 
safely share and use data. The work identifies controls required to ensure that data 
is treated appropriately along the entire data life cycle. It is this, often unknown, life 
cycle that creates so much concern for data custodians and others involved in the 
data ecosystem, including data subjects themselves. 

The PIF as described in the 2019 ACS technical white 
paper Privacy-Preserving Data Sharing Frameworks 
was a first attempt at defining this parameter and 
creating a practical tool. The PIF uses information 
theory to compute privacy risk in a dataset. The 
tool suggests the associated risks and proposes 
recommendations for sharing data, for example, 
suppression of certain attributes. The analysis 
results are also displayed as visuals, which makes 
interpretation easier. Based on the associated risks, the 
tool uses a provable privacy technique (for example, 
differential privacy) to perturb data.

The Cyber Security CRC, led by CSIRO’s Data61, has 
continued to develop the original PIF tool and build it into 
data sharing frameworks. Unlike traditional tools that 
choose design parameters in an ad hoc fashion, the new 
AI-based framework considers various attack vectors, 
user risk appetite and the required level of accuracy to 
select the design parameters (see Figure 18 below).

The evolved PIF Tool (OptimShare) assesses privacy 
risk in a dataset and provides recommendations while 
publishing or sharing data. The AI-enabled framework 
automatically transforms the data to mitigate the 
identified risks (where possible) using provable privacy 
techniques such as differential privacy.

Previous approaches to solving this problem provided 
an algorithmic solution that concentrates on modifying 
a dataset to obtain a privacy-preserving version. These 
algorithmic solutions do not provide a robust risk analysis 
of the input data before being modified for release. 

Different algorithms tend to apply an extreme level of 
randomisation that leads to unusable data. 
While there are a few framework-based privacy 
evaluation solutions, none of these approaches 
successfully balances data privacy and utility. 

The new tool provides a unified privacy-preserving 
framework that effectively balances the privacy and 
utility of tabular data sharing.

OptimShare first evaluates the risk of personal 
information disclosure linked with a particular tabular 
dataset. This is done through an information-theoretic 
approach by evaluating the PIF. 

The PIF provides an interactive way to identify the 
risk landscapes of input data. It determines different 
types and levels of risks to assess the overall risk of 
releasing a dataset. 

Someone who aims at exploiting data is able to narrow 
down rows that could potentially reveal individuals’ 
personal information. By looking at what an attacker 
would be most interested in, it is possible to distinguish 
between field and table risks ranging from a low-risk to 
a high-risk level. Then, an AI-enabled engine conducts 
privacy preservation of the tabular data according 
to the risks identified through a list of advanced 
techniques based on information theory, fuzzy logic and 
differential privacy. 

Through a fuzzy inference engine, OptimShare enhances 
the privacy requirements of the underlying dataset. An 
iterative process is then carried out to systematically 
apply privacy-preserving data generation with identified 
privacy appetite, satisfying differential privacy. 

Next, the generated data is rigorously assessed through 
an iterative process for performance against target 
applications before release. This results in a privacy-
preserving tabular dataset that can maintain both 
strong privacy and utility.

The PIF-based analytical framework of OptimShare is 
available as open source.12

12 https://github.com/PIFtools/piflib
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6.1 The work on PIF is continuing – OptimShare
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Figure 21: Example AED coverage map

The AED Dataset meets the criteria for a spatial dataset 
within the appropriate NSW data policy. Once collected, 
the AED Dataset will require the creation of appropriate 
metadata fields. This metadata will be required to be 
maintained along with the AED Dataset itself. 

The preparation of metadata for a spatial dataset is the 
responsibility of the producer of the dataset. Custodian 
agencies should ensure the producer of the dataset is 
informed about this responsibility and ensure that the 
metadata is Australian New Zealand Land Information 
Council (ANZLIC) compliant.

Metadata shall be recorded for all datasets subject to 
these guidelines and the metadata shall be made freely 
available at no cost. The metadata statements must 
adhere to the NSW Guide to Metadata Creation (2012). 

Custodians should use the following: 

• NSW Metadata Element Set User Guidelines for 
Vector Datasets

• ANZLIC Metadata Profile Guidelines version 1.2 
and the ANZLIC Metadata Profile.

Custodians should: 

• Provide new and updated metadata records to the 
NSW Spatial Data Catalogue as soon as possible after 
the creation of a dataset, and in accordance with the 
NSW Guide to Metadata Creation. The NSW Spatial 
Data Catalogue is the accepted register in which all 
metadata for NSW spatial data should be lodged.

• Establish documented processes and procedures 
for the creation, management, and use of 
metadata. Copies of the NSW Guide to Metadata 
Creation (2012) and NSW Metadata Element Set 
User Guidelines for Vector Datasets are available 
from the NSW Spatial Data Catalogue. 

Relevant policies and standards
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CONTACT_EMAIL_ADDRESS Description: Email address of AED_
CONTACT_PERSON_NAME.

Email address: The maximum 
length of the domain name is 255 
characters, and the maximum 
length of the local part is 64 
characters.

JDoe from 
ccc.org.au

Treatment of 
personal information 
must be compliant 
with appropriate 
legislation and policy.

Must be validated 
before including the 
AED in the dataset.

CONTACT_POSTAL_ADDRESS Description: Postal address of AED_
CONTACT_PERSON_NAME. May be 
different to the AED location. 

String: Compliant with Australian 
Post standards. 

PO Box 1234, 
Cobar 2835

Treatment of 
personal information 
must be compliant 
with appropriate 
legislation and 
policy.

Must be validated 
before including the 
AED in the dataset.

Not recommended 
for use during 
latency-sensitive 
operations.

AED_ALT_CONTACT_PERSON_
NAME

Description: Name of an alternate 
person to contact for AED data/
maintenance.

String: A full name of a person, 
which can include first names, 
middle names or initials, and 
last names. May be [2] to [255] 
characters.

John Doe Treatment of 
personal information 
must be compliant 
with appropriate 
legislation and 
policy.

Must be validated 
before including the 
AED in the dataset.

ALT_CONTACT_PHONE_
NUMBER

Description: Phone number of AED_
ALT_CONTACT_PERSON_NAME. 

Telephone number: ACMA-compliant 
format.

+61 400 321 456 Treatment of 
personal information 
must be compliant 
with appropriate 
legislation and 
policy.

Must be validated 
before including the 
AED in the dataset.

ALT_CONTACT_EMAIL_ADDRESS Description: Email address of AED_
ALT_CONTACT_PERSON_NAME. 

Email address: The maximum 
length of the domain name is 255 
characters, and the maximum 
length of the local part is 64 
characters.

JDoe from jjj.org.au Treatment of 
personal information 
must be compliant 
with appropriate 
legislation and 
policy.

Must be validated 
before including the 
AED in the dataset.
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AED_NETWORKED Description: Is the AED/AED cabinet 
connected to a communications 
network?

Boolean:

0 – it is not

1 – it is 

1

AED_OPERATIONAL_CREATED Description: Date AED Operational 
fields were created.

Date format: DD/MM/YYYY.

10/02/2022 Metadata: Supplied 
by system. 

AED_OPERATIONAL_UPDATED Description: Each date AED 
Operational fields were updated. 
One entry per update.

Date format: DD/MM/YYYY.

10/02/2022 Metadata: Supplied 
by system. 

May validly be 
blank if the AED 
Operational fields 
have not been 
updated. 

These parameters are not mandatory for any AED in 
the dataset. These fields allow crowdsourced feedback 
on the location, availability, or operational condition of 
individual AEDs. One challenge is to consistently link the 
crowdsourced report to an AED registered in the dataset.

Crowdsourced input is not necessarily validated, so 
should be used as a flag to update, or validate AED 
status rather than replace. The ability to provide 
crowdsourced feedback should be open to everyone. 
Given the potentially sensitive nature of the information 
provided, crowdsourced should be treated as containing 
sensitive or personal information by default and so 
follow appropriate NSW legislation or policies. Once 
crowdsourced feedback is acted on, the relevant fields 
of the AED should be updated. 

The information provided in these fields may contain 
references to AED in sensitive locations. 
The crowdsourced details are used in conjunction with 
location and accessibility details to support uses including: 

• operational status verification and update

• AED maintenance alerts.

Restrictions on use: The fields containing sensitive 
accessibility information should not be provided 

for public access. Access to sensitive accessibility 
information should be provided only to trusted 
third parties who have committed to treat sensitive 
accessibility information in a confidential manner, and 
only with the consent of AED_CONTACT_PERSON_
NAME (or AED_ALT_CONTACT_PERSON_NAME).

Guidance on use: All crowdsourced feedback should 
be treated as unconfirmed until validated by AED_
CONTACT_PERSON_NAME (or AED_ALT_CONTACT_
PERSON_NAME). Applications that use crowdsourced 
data should treat feedback as unconfirmed until 
validated. Linking crowdsourced data to a given 
AED_UNIQUE_IDENTIFIER may be done by matching 
AED_UNIQUE_QR_CODE, matching AED_COORDINATES 
or through data custodian validation. The scope of the 
crowdsourced feedback (location, access, operational 
condition) should be validated by the data custodian in 
conjunction with the AED_CONTACT_PERSON_NAME (or 
AED_ALT_CONTACT_PERSON_NAME).

Quality requirements: Fields should not be blank unless 
explicitly included as a valid option. Fields should match 
Field Type.

AED crowdsourced input
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This section explores practical considerations of 
creating the dataset and managing data products 
across the data life cycle. 

Figure 8 (page 17) shows a simplified data life cycle that 
allows us to explore controls that may be considered 
from the point of data creation to collection, storage and 
then use by the receiving entity. This ‘use’ may be any 
of the use cases provided earlier, including analysis of 
the data. The data or data products are then shared and 
finally archived. The simple life cycle can be expanded 
at any phase to more explicitly show the range of 
activities that take place during that phase. 

This section focuses on the most relevant stages of the 
data life cycle.

Create/collect phase 
Authority to receive and use data
Data is sourced from an individual responsible for an 
AED or uploaded from an existing dataset. Authority 
to receive, store and use data must be gained from 
one of AED_CONTACT_PERSON_NAME (or ED_ALT_
CONTACT_PERSON_NAME) or the custodian of the 
existing AED Dataset.

In the case of an individual, consent to receive and use 
AED data can be confirmed through credentialled logon 
to Service NSW. In the case of an existing data ingest, 
consent to receive and use should be explicitly agreed 
and archived. 

Data quality 
Data sourced from an individual responsible for an 
AED should be entered via structured template forms 
that ensure data quality. This requires the NSW data 
custodian to validate some fields with AED_CONTACT_
PERSON_NAME (or ED_ALT_CONTACT_PERSON_NAME).

Data sourced from an existing dataset will require the 
NSW data custodian to validate all data quality aspects. 
Data on individual AEDs should not be linked to the 
dataset until all data quality fields are validated. 

Organise/store phase
When all data fields are validated for an individual AED, 
it can be registered in the AED Dataset. This may have 
implications for the AED Dataset metadata and for the 
data products created. 
 

AED metadata 
There are mandatory metadata fields for NSW datasets 
that contain spatial data. Metadata should be evaluated 
for the need to refresh as new AEDs are registered. 

These include: 
• Title – the name of the data layer. This will not 

change after creation of the dataset.
• Abstract – similar to the executive summary. This 

is not likely to change after creation of the dataset.
• Metadata contact organisation – organisation 

contact details for the metadata content. This will 
change over time as a result of reorganisation 
within government and role changes. 

• Geographic location – the spatial extent of the data. 
This will likely change as new AEDs are registered 
in the dataset.

• Lineage – from which other data was this dataset 
created. This will likely change as new AEDs are 
registered in the dataset.

• Temporal extent – over what period was the data 
captured? This will change as new AEDs are 
registered in the dataset.

• Distribution format – data file format. This is 
unlikely to change. 

• Keywords – words used for search and discovery 
of dataset. This is unlikely to change. 

• Maintenance frequency – this is likely to change 
over time.

• Use limitation – guidance for use needs to reflect 
personal information and sensitive information in 
the dataset. This may change slowly over time. 

• Legal restrictions – this may change slowly over time.

Data products 
The base dataset contains personal information and 
(potentially) sensitive location information. 

Three (virtual) data products which could be 
created include: 

• raw data with personal information and 
sensitive location information (requires a high 
control environment)

• raw data without personal information and with 
sensitive location information (requires a high 
control or moderate control environment)

• raw data without personal information and without 
sensitive location information (suitable for a no 
control environment).

Access to these different data products should reflect 
the need to protect personal and sensitive information. 

Creating the data asset
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